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OVERVIEW:
The goal of the State Information Technology Services Division (SITSD) Information Systems Incident Response Team (ISIRT) is to effectively mitigate, detect, and recover from information system incidents, unscheduled service interruptions or disasters that impact Enterprise information technology services.  The ISIRT is also responsible for coordinating disbursement of informative and timely communications to the customers of SITSD regarding service interruptions.
The Chief Technology Officer (CTO), Information Systems Security Officer (ISSO), Manager On-Call (MOC), or the senior member present will activate the ISIRT.  If an incident occurs during normal business hours, 8:00 am – 5:00 pm Monday – Friday, the CTO or ISSO will initiate the ISIRT through the Service Desk.  Outside of normal business hours, the MOC will determine the need for ISIRT and will initiate it through the Service Desk On-Call person. If none of these people are available, the senior member present will initiate the activation of ISIRT, if needed.  The person who activates ISIRT will be the incident commander until a more senior member arrives at the Incident Command Center.  The incident command system protocol will be used to manage the incident.
NOTE:  There may be times when ISIRT is not initiated, yet an event needs to be collaborated between groups.  To facilitate good communications during these types of events, the Service Desk will send out a security alert to the ISIRT and initiate a virtual session for event communication purposes. ISIRT members will be able to join the session at any time to check the status and get updates.  The Service Desk will copy the communication information into an incident ticket for documentation purposes.

Four distinct “Enterprise level” scenarios will determine implementation and will be invoked by members listed above:

· Service Interruptions – Can be expected to disrupt services for a short period of time. ISIRT activation is discretionary, based upon severity of interruption.

· Minor Incident – Can be expected to impair or limit services to the citizens or governmental processes of the State of Montana.

· Major Incident – Can be expected to constitute major impact to the citizens or governmental processes of the State of Montana.
· Disaster – Can be expected to disrupt services to all of the Critical Applications or clients hosted by SITSD for an extended period of time.  This scenario would utilize the ITSD Crisis Management Plan and tie into Continuity of Government plans.
Response implementation will be effected in three distinct phases, enacted by senior team members: 

· Assessment:
ISIRT will convene in a pre-designated Incident Command Center (ICC) and complete the following tasks:

1. Verify safety of personnel

2. Establish internal and external communications

3. Make an assessment of the situation

4. Verify recovery staff availability

5. Make initial recovery plan decisions

· Recovery:
Designated team members will interface with Enterprise Operations supervisors to implement the recovery operations. Constant communications with the ISIRT will be maintained, including periodic status meetings.

· Continuity:
An Abbreviated Response Team (ART) will staff the Incident Command Center, maintaining continuity of communications, completing the Systems Status Checklist and closing the incident.  The ART will consist of the Incident Commander, Public Information Officer, the Event Documenter, the Information Systems Security Officer, and the Manager On-Call.
Examples of incidents warranting activation:

· Malicious Code or Computer Virus Incident that effects a large group of people

· Minor or Major Disaster 

· Unscheduled power outage

· Unscheduled enterprise network outage

· Enterprise hacking attempt

· Physical infrastructure sabotage

· Enterprise system compromise

· Cyber terrorism
· Denial of Service Attack

ISIRT Members and Roles: 

· Chief Technology Officer (CTO) –  xxx (alternate xxx)
This position serves as the Incident Commander and manages the ISIRT when activated, maintaining recovery focus and status.  Maintains communication with the CIO to ensure continuity of communication, as needed.  Serves as a member of the Abbreviated Response Team (ART) (see page 2).
· Information Systems Security Officer (ISSO), Enterprise Operations - ITSD xxx (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery. Provides security recovery recommendations to ISIRT members and coordinates documentation of the incident.  Serves as a member of the Abbreviated Response Team (ART) (see page 2).
· Network Technology Services Bureau Chief – xxx (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery.  Provides network operational recovery recommendations to ISIRT members.
· Data Management Services Bureau Chief – xxx (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery. Provides data management services operational recovery recommendations to ISIRT members.

· Enterprise Operations Center (EOC)  Manager –  xxx (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery.  Serves as liaison between the ISIRT and the EOC.

· Applications Technology Services Bureau Chief – xxx (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery. Provides Application operational recovery recommendations to ISIRT members.

· Enterprise Technology Systems Bureau Chief – xxx-  (alternate xxx)
Serves as “Manager On-Call”, as such, assumes responsibilities of Incident Commander until relieved or maintains role until successful completion of incident recovery. Provides enterprise technology systems operational recovery recommendations to ISIRT members.

· Public Information Officer (PIO) – xxx (alternate xxx)
The Public Information Officer (PIO), in conjunction with the ISIRT members, will manage the release of information updates to internal and external parties. Any request for information will be deferred to the PIO.  The PIO is responsible for contacting the Director’s Office regarding an incident.  The PIO will also monitor TV and radio news while in the (ICC), for informational purposes.  Serves as a member of the Abbreviated Response Team (ART) (see page 2).
· SITSD Service Desk Representative – Service Desk On-Call
Responsible for notifying members of the activation of ISIRT.  In conjunction with the PIO and Agency Liaison, is responsible for the dissemination of event communications to SITSD clients. 

· SITSD Liaison to GSD – xxx (alternate xxx )
Responsible for communications interface between the ISIRT and General Services Division (GSD).  This communication is completed through the Incident Command as established by GSD.  The GSD Facilities Management Bureau will provide the Incident Command contact information for each event.
· Event Documentation –  xxx (Alternate xxx)
Responsible for documenting any incident that calls for the ISIRT to be activated.  Serves as a member of the Abbreviated Response Team (ART) (see page 2).
· Agency Liaison – xxx (alternate xxx)

Responsible for communication interface between the ISIRT and SITSD customers.  Works with the PIO to prepare communication with customers and provides it to the Service Desk for dissemination.
· Manager On-Call

Maintain the role of Incident Commander until the designated Incident Commander arrives at the Incident Command Center.  Participates in all ISIRT meetings to maintain continuity of manager on-call role and responsibilities.

As soon as the ISIRT is activated, preparations will begin in the ICC.  If the ICC is located at the Data Center, EOC staff will complete room preparations.  If the ICC is located at the Federal Reserve Bank Building, the ISSO staff will complete room preparations.  

Room Preparations consist of setting up the following:

· a laptop and projector 

· Flip charts and markers

· ISIRT Manual

· Other Office Supplies
INTRODUCTION:
Rapid detection and response to information system incidents, unscheduled service interruptions, or disasters, which could directly impact Enterprise information technology services, is necessary to ensure continuity of services. In keeping with the severity of the incident, the organization can act to mitigate the impact of the incident by quickly recovering from it. After the incident is adequately handled, the organization issues a report that details the cause and cost of the incident and the steps the organization will take to prevent future incidents. The major phases of the incident response process—assessment, recovery and continuity—are described in detail in this section. 

Special Notes:

In the absence of the CTO, the ISSO, or Manager On-Call (MOC) the most senior individual present will be the Incident Commander and responsible for the incident response.

In the interest of Enterprise Security, should the CTO determine that immediate action should be taken, this may be done unilaterally.  Examples of actions would be the removal of SMTP services, blocking of certain ports on the firewall, or other security related actions.  Should this precaution be taken, all team members will be notified immediately.
ISIRT PHASES:

The CTO, ISSO, MOC or senior member present will determine when the ISIRT should be activated to address an incident. Unless conditions dictate otherwise, the ISIRT will assemble in the conference area of the Data Center (SMDC) and implement the Incident Response.  If the SMDC is not available to host the ISIRT, the team will convene at the Alternate Command Site.
Assessment Phase:  
· The MOC or Senior member will activate the ISIRT via the Service Desk at xxx-xxxx or the Service Desk on-call representative at (406) xxx-xxxx. (See Tab 5 “Service Desk Notification Procedure”)

· The Incident Commander will commence the Situational Analysis Checklist found in Tab 6.

· By telephone or runner, the Service Desk will communicate the activation of the ISIRT throughout SITSD offices. Contact with the ISIRT will be managed by interfacing with the Service Desk at xxx-xxxx.  If phones are not available, runners will be established and satellite phones will be utilized.
· If the incident warrants, the DOA Emergency Safety Unit Coordinator shall implement the Emergency Action Plan (EAP) and verify evacuation status and safety of personnel, utilizing either SITSD Managers or identified Emergency Safety Unit personnel. 

· If needed, the SITSD Liaison to GSD will report to the pre-designated GSD Emergency Operations Center to facilitate communications with the ISIRT.

· If the incident warrants, the DOA Emergency Safety Unit Coordinator shall initiate continuous sweeps of each floor, verifying safety of personnel, that personnel remain in designated workspaces, and monitoring for hazardous conditions by utilizing either SITSD Managers or identified Emergency Safety Unit personnel.

· If the incident warrants, the ISSO shall, utilizing designated personnel, post physical security at SITSD’s secured access points.

· If the incident warrants, the ISSO shall interface with Capitol Security at Extension xxxx and GSD to provide for physical security access points not controlled by SITSD.

· The ISIRT will characterize the incident and determine if the required personnel are assembled. 

·  A Disaster or Alert Declaration decision will be made at this time. If a declaration is made, the ISIRT will commence execution of the appropriate SITSD Disaster Recovery Plan, otherwise, continue with the Assessment Phase. (See Tab 9 “Disaster Declaration Procedure”)

· If necessary, the ISIRT will activate additional personnel from the Emergency Contact List for each respective Bureau. (See Tab 7 “Emergency Contact List” or Contact the Service Desk)

· The ISSO will notify law enforcement, if necessary.

Recovery Phase:

· Upon completion of the Assessment Phase, the Incident Commander will assign tasks to the appropriate individuals, who will disperse to their respective areas to commence the recovery process.

· The Event Documenter will maintain a log of assigned tasks and document the continuing status of the recovery process.

· The CTO will utilize all assets at hand to coordinate a solution for any extraneous issues that may arise, and garner, analyze, and document the continuing status of the recovery process.

· The PIO and the SITSD Service Desk Representative, in conjunction with the ISIRT members, will promulgate and release information updates to internal and external parties. Any other request for information will be deferred to the PIO.

· The ISIRT will reconvene at a time determined by the Incident Commander, after the initial recovery dispersal, and at regular intervals thereafter, to conduct a recovery status update.

· Managers will communicate through their staff via the on-call staff member.  If they do not have an on-call staff member, the manager will designate a person to coordinate communication to and from the group back to and from the manager.

· As SITSD’s computer systems are verified as, “returned or returning to normal operations” the Incident Commander will convene the final ISIRT meeting. 

· The ISIRT will evaluate the incident response and document any hardware, software and emergency equipment discrepancies. Any residual system or component failures or anomalies will be recorded at this time.

· The SITSD Liaison to GSD will be notified of the imminent deactivation of the Recovery Phase and return to the (ICC).

· The Incident Commander will de-activate the ISIRT and activate the Abbreviated Response Team (ART).

Continuity Phase:

· The ART will maintain internal and external communications for a minimum of 1 hour after activation.

· At the completion of 1 hour, the ART will conduct a systems status survey with each Bureau Chief verifying return, or progression to return, of normal system operation.

· The ART will complete the Systems Status Survey (See Tab 6 Situational Analysis Checklist and System Status Survey”) by logging any anomalies or operational discrepancies that may exist.

· The PIO and the Service Desk Representative will promulgate and post the final information release.

· The CTO will brief the CIO regarding the state of the recovery effort and de-activate the ART.

· The ISSO will establish a meeting no later than 3 business days after the event to review observations and lessons learned. Prior to this meeting, the ITSD Managers will gather pertinent information and observations, utilizing the SITSD Incident Report (See Tab 11), from each of the respective staff members who were involved in the recovery process, forwarding these observations to their respective Bureau Chiefs and the ISSO for documentation. 

· The ISSO will ensure that all information related to the incident is recorded and attached to the incident in the incident management system.

· The ISSO will notify outside reporting entities such as MS-ISAC, if necessary.

· The ISSO will prepare a final report including cause, lessons learned, and cost that will be distributed to SITSD management.
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Manager On-Call

In order to maintain management continuity and continual situation awareness, SITSD will have a designated Manager On-Call (MOC) available at 406-XXX-XXXX, at all times. Weekly assignments to the MOC role will be made quarterly, by the SITSD CTO. These assignments will be awarded to members of the Enterprise Operations management team. 

Duties and responsibilities

In the absence of normal management supervision (or the designation of that responsibility to their assignee), the MOC is responsible for normal continuity of SITSD services, and initiating the ISIRT process when appropriate. The MOC will assume the role of initial incident command, coordinating recovery efforts and ensuring that SITSD communicates effectively with customers, SITSD staff, and senior SITSD and DOA management. Acting in this capacity the MOC will:
· Commence their tour as MOC at 11:00 Monday (or Tuesday, if Monday is a holiday) the week they are assigned and continue to serve in this capacity until 11:00 the next work day after the following weekend. On a normal 5 day workweek this should occur at the Monday Change Advisory Board (CAB) meeting.
· Initiate the ISIRT process when appropriate via the Service Desk at Extension 6000 or via the Service Desk on-call representative at XXXX. 

· Be available on-site at an Incident Command Center within 30 minutes of notification of an incident.
· Become familiar with ISIRT terms, procedures and the location of ISIRT documentation.
· Ensure all information systems are restored to normal operation by employing established SITSD policies and procedures.
· Act as the SITSD representative as needed for non-ISIRT incident command situations. 

· Maintain daily contact with the State of Montana Data Center - EOC including weekends and holidays.

· Attend all change advisory board (CAB) meetings the week they are on call.

· Maintain persistent awareness of scheduled changes in the SITSD environment. 
· Record any noteworthy events that occur during period assigned in the MOC log.
· Provide updates to ISIRT documentation as needed.

· Provide updates to the SITSD institution calendar.
· Act as the default manager of the Change Process during non-business hours.
· Have the ISIRT documentation and MOC log readily available at all times

· Return ISIRT documentation and MOC log at the end of their tour to the SITSD Change Process manager.

· During their incident command activities, cede responsibility of incident command as appropriate to a senior manager as they become available.
MOC Log and ISIRT documentation
The SITSD Change Management process will govern the rotation of the MOC log and ISIRT documentation. At the end of each MOC tour, the retiring MOC will provide the MOC log and ISIRT documentation they have been using to the Change Manager. At this time updates and log entries of the past week will be swept to the ‘gold source’ at the SITSD Enterprise Operations documentation site. These updates will then be synched to the outgoing MOC Log and ISIRT documentation. This new set of MOC documentation will be made available to the next MOC at 11:00 a.m. that same day. 

NOTIFICATION

The Manager On-Call will be notified when:

1. A problem is escalated from one section technician to another (example:  database group to server group)

2. There is an outage of a system that lasts more than one hour (example:  database down)

3. The possibility that an ISIRT event has occurred.

ISIRT Procedure During Building Evacuation for Mitchell Building Employees
1. Evacuate Building

a. If you are in your office grab ISIRT manual (keep it in a handy place)

b. All employees proceed to lawn on west side of the Old Livestock Building and gather according to the evacuation plan
c. Account for employees.  Sweepers will make sure areas are clear but if there is any concern for an employee, this needs to be reported to the Safety Unit Coordinator.

d. ISIRT gathers near the sidewalk by front entrance to the Annex
2. Communicate status of evacuation

a. Safety Unit Coordinator communicates status to:

i. The Senior Manager available

ii. ISIRT

b. Decision to return to the building will be communicated from the Safety Unit Coordinator.

3. Call ISIRT into action

a. Decision will be made by the MOC or the Senior Manager available.

b. ISIRT meets in the Conference Room of the Data Center.

c. Incident Commander will determine the need for the GSD Liaison to report to GSD for communication link to ISIRT.

d. Determine the need to relocate to alternate command center (Federal Reserve Bank Building).

e. Determine the need to send employees not involved with Disaster Recovery efforts home.  This decision will be made by the CIO and communicated to ISIRT.

Service Desk
SITSD ISIRT Notification Procedure

The CTO, ISSO, MOC or senior member present will determine when the ISIRT should be activated to address an incident. At that time the member activating the ISIRT will contact the Service Desk representative at Extension xxxx or the Service Desk on-call representative at xxxx. 

1. Upon receipt of the call to activate the ISIRT, the Service Desk Representative will immediately distribute the following email notification to the ISIRT Email Group at address “!ISIRT”, in the Outlook Address book:

“The ISIRT has been activated by, ******member name****** in response to a ******specify incident******. Please convene in the conference room of the Data Center at ******specify time and date******.”    

Note: If the Data Center is unavailable, the ISIRT will convene at the Federal Reserve Bank Building Conference Room. Based upon the prevailing condition, the member activating the ISIRT will define the location.
2. Upon completion of the email notification, the Service Desk representative will immediately commence contacting the ISIRT members via the Emergency Contact List, attempting contact via all recorded telephone numbers until contact is made or numbers have been exhausted beginning with cell phone numbers. If contact is made, or voice mail is reached, the Service Desk representative will repeat the previously transmitted email notification verbally. 

“The ISIRT has been activated by, ******member name****** in response to a ******specify incident******. Please convene in the conference room of the Data Center at ******specify time and date******.”    

In the event that the primary contact cannot be reached in person, the Service Desk representative will contact the “alternate” listed in the Emergency Contact List.

The Service Desk representative will record which member responded and which were only contacted via email or voicemail and forward this information to the activating member or Incident Commander.
SITSD Service Desk

Procedure

 Unplanned Outages

Purpose

This procedure defines the expectations and duties of the Service Desk when a non-planned service interruption happens.  

Background

The Service Desk is the hub for all communications and is the customer advocate. It is the CSC’s responsibility to coordinate and communicate all information regarding unplanned Service Interruptions (SI) twenty-four hours a day, seven days a week.

When there is a major outage that affects a large number of people across multiple agencies, you need to communicate this to our customers.  Managers should be contacting the 6000 hot-line to explain the outage and the estimated time it will be down. 

If that doesn’t happen, contact someone in our Division that would have that knowledge.  The information provided below, outlines the communication process that needs to take place during an unplanned outage.
Service Desk 

Service Interruption

Customer Communication Procedures

Updated October 5, 2008
Email - Sending a “global” message
· Connect to ISP 
· Logon to Outlook

· Open a “new” message using the HTML text. Indicate the message with a! (High importance marker) 
· Write in the  “From field”  ServiceDesk
· “To” field – Global recipients include the following:  <insert mail list>  

· In the “Subject” field   – DOA - ITSD SERVICE INTERRUPTION – followed by   Application/service/device affected and the date:

Example:

· ITSD Service Interruption - Oracle Dev. Web Server Oct 16, 2004  

· Compose the service interruption message using the following format

· Description: Short, overview of message  

· Customer Impact: brief description in non technical language

SAMPLE MESSAGE

SITSD Service Interruption 

Thursday, Oct. 7, 2004

6:30 AM – 8:30 AM

Description: Outlook Web Access 

Customer Impact:  You will not be able to access your email via the web. Outlook Web Access will be unavailable for approximately 10 minutes. 

Thank you

SITSD Service Desk

444-2000 or 800-628-4917

** Spell check, proof, check addresses then SEND THE MESSAGE.
Voicemail – Agency contact list

Dial Meridian Mail from: 

· Home;  xxx-xxxx 
Work; ext. xxxx
· Enter mailbox ID xxxx. 

· Enter password xxxx. 

· Enter 75 to compose the message.

· Enter the number (Voice Service ID) of the first distribution list that you want to receive the message, and then press #.

· Note:   Service Id number   xxxx includes all sub lists

· Continue to enter numbers, followed by #   

· Press # again when you have finished entering all distribution numbers. 

· Enter 5    to record the message you want to send. 

· Enter #   to end the recording.  

· Enter 2    to listen and edit your message 

· Enter 76   to delete and start over (see page 18 in the “Voice Messaging User’s Guide”). 

· Enter 79   to send the message.

SAMPLE MESSAGE

This is the SITSD Service Desk, today is Monday, October 3, 2011. A virus attack has taken place on the State’s network. As a result, the data network service has been suspended until an assessment of the infected segments can be made and cleaned.  After each agency has performed the emergency patch management and virus updates to their devices, their segment will be unsuspended and data service will be restored.  This process can take several days depending on the severity of the attack.  This message will be periodically updated as necessary throughout the recovery period until full data service is restored.  

	Voice

Service ID
	Meridian Mail System 
Distribution List

 revised 6/8/06

	
	Master List – includes service ID’s xxxx

	
	Service Desk staff 

	
	Agency Help Desks

	
	Agriculture

	
	Commerce

	
	Commissioner of Higher Ed

	
	Consumer Council

	
	Corrections

	
	Environmental Quality

	
	Fish, Wildlife & Parks

	
	Gambling Control

	
	Governor’s Office

	
	Historical Society

	
	ITSD

	
	ITSD Managers / Supervisors

	
	Justice

	
	Labor & Industry

	
	Law Library

	
	Legislative Services Division

	
	Library

	
	Livestock

	
	Lottery 

	
	MHESAC

	
	Military Affairs

	
	Montana Arts Council

	
	Natural Resources

	
	Northrop Grumman Help Desk

	
	Office Of Public Instruction

	
	Political Practices

	
	Public Health And Human Services

	
	Public Service Commission

	
	Revenue

	
	SABHRS

	
	Secretary Of State

	
	State Auditor

	
	State Fund - has their own vm system

	
	Supreme Court

	
	Transportation

	
	Votech –


ACD Voice Menu – Option 1 - Service Desk Interruption Information (444-xxxx) 

Changing Option 1 

From home dial: 

· xxx-xxxx 
· When you are asked for the Application ID, enter xxxx#

· The password is xxxx#

· Press 5   to record your message (The previous message is deleted once recording begins)

· Press # to stop recording.
· Press 2 to listen to what you’ve recorded.
· If you’re satisfied with the recording, press 8 3 to log out and then just hang up.
· If you’re not happy with your recording, repeat steps 4 through 6.
SAMPLE MESSAGE (s)

We are currently experiencing technical difficulties with xxxxxxxxxxx (indicate the service, device, server, application or network that is affected) include an additional statement like:  We will update this message as we receive more information.

Update message as new information is received. 

 * When there are no service interruptions, the following message will be recorded. 

We are currently unaware of any service interruptions.  The next SITSD scheduled maintenance weekend will be <month and days>.

Communication to SITSD Employees during an Incident
The Information Systems Incident Response Team (ISIRT) is called together in the event of an incident or emergency related to SITSD or enterprise systems.  During an incident, communication of information is a key element of the process, especially to SITSD employees.  The primary mechanism for communication of information pertaining to an incident will be email, if it is available.  If email is not available, communication to SITSD employees will be the responsibility of the managers using the best communication method possible.    It is up to each manager or their designee to communicate with each individual staff member as to the status of the incident as directed by ISIRT.  Outside of normal business hours, managers will make their best attempt at contacting each staff member.  Calling information provided in the ISIRT documentation may be utilized. Communication will include the following:

· Information about the incident

· Job assignments

· Expectation of employees to work

· Where to report to work, if different than the normal work area

· Who to report to (if responsibilities have changed)

· Time expected to work, including overtime

· Expectation of the length of outage or until incident is resolved

An option on the Service Desk phone number, xxx-xxxx, may contain limited information related to employee communication.

If evacuation of the building is needed, employees will report to the pre-designated area for accountability.  Life safety issues will be communicated through the Emergency Safety Unit structure.  All other communications will occur as indicated above.

Situational Analysis Checklist 

Assessment Phase

· The MOC or senior member has activated the ISIRT via the Service Desk at extension xxxx or via the Service Desk on-call representative at (406) xxx-xxxx
· Identify the Incident Commander.

· Communicate the activation of the ISIRT in the Conference Room at the Data Center or FRB Conference Room, to SITSD staff.

· What happened/is happening?

· What “symptoms” led to identification of a problem condition?

· What is the root cause, if known?

· Are there any indications that the event is or could be escalating with respect to people, processes or systems affected?

· Where did it happen, where is it happening?

· When did it happen, is it ongoing

· Are employees safe?

· If required, the DOA Emergency Safety Unit Coordinator will implement the EAP and verify evacuation of staff utilizing ESU personnel.

· If required, the SITSD Liaison to GSD will report to the GSD Emergency Operations Center in Room 105 of the Old Livestock Building to facilitate communications with the ISIRT via the Service Desk at xxx-xxxx.  SITSD may request that someone from GSD attend ISIRT meetings to assist with communication efforts between the two groups.
· For this incident, do all external communications need to be coordinated with the DOA PIO, or do the local contacts have authority to communicate on their own?

· Who, within the State, does this event need to be communicated to and at what levels?

· Are recovery personnel properly equipped with essential communication venues?

· What up and down stream personnel need to be kept in the communication loop?  EOC and on-call staff need to be updated as much as possible.
· Do RMTD and/or A&E need to be contacted?

· If required, the ISSO shall post physical security at SITSD’s secured access points.

· If required, the ISSO shall interface with Capitol Security at xxx-xxxx, to post additional physical security at building access points.

· Who is affected?

· Who else should be involved in evaluating the situation?

· What is the extent of damage or impact?

· Are assets/infrastructure/systems impaired or destroyed?

· Should a Disaster or Alert declaration be made to SunGard?

· If a Declaration decision has been made, utilize the Declaration Procedure, found in Tab 9, to notify SunGard and Disaster and Emergency Services for Air Operations.

· What must be done in the short term to control the event and minimize its effect?

· What is the impact on employees?  Human Resources needs to be notified of issues concerning personnel.
· What is the impact on State government services?

· What is the impact on neighboring communities?

· Has GSD and the local fire department, emergency medical, police or other community agencies been notified and responded?

· The ISSO will contact law enforcement, if necessary.  This contact would only be necessary if SITSD is pursuing an electronic incident with criminal intent.
Recovery Phase
· Establish recovery priorities utilizing urgency, criticality and growth trend.

· Define immediate actions and long-term recovery actions, verifying the response personnel are properly equipped to deal with the event.
· The Incident Commander will assign tasks to the respective Bureau personnel.

· If required, the Incident Commander will activate additional personnel from the Emergency Contact List.

· The Incident Commander will utilize assets on hand to coordinate a solution for any extraneous issue that may arise.

· The Event Documenter will maintain a log of assigned tasks and document the status of the ongoing recovery process.

· The PIO and Service Desk representative, as directed by the Incident Commander, will draft and release updates to internal and external parties.

· The Incident Commander will determine and set the time interval for reconvening the entire ISIRT to conduct a recovery status update.

· As SITSD’s information systems are verified as, “returned or returning to normal operations”, the Incident Commander will convene the final ISIRT meeting.

· The ISIRT will evaluate the Incident Response and document any hardware, software and emergency equipment discrepancies. The ISIRT will document any residual system or component failures or anomalies.

· The SITSD Liaison to GSD will be notified of the imminent deactivation of the ISIRT.

· The Incident Commander will deactivate the ISIRT, activating the ART and the Continuity Phase.

Continuity Phase

· The ART will maintain internal and external communications for a minimum of 1 hour.
· After 1 hour, the ART, will conduct the Systems Status Survey with each Bureau Chief verifying progression to return to normal operating conditions.
· Based on the input from the Bureau Chiefs, any existing anomalies or operational discrepancies will be logged, completing the Survey.
· The CTO, ISSO, PIO and Service Desk representative will draft and release the final information update.
· The CTO will brief the CIO, the Director’s Office, and the Governor’s Office including the Office of Budget and Program Planning (OBPP) on the state of the recovery effort and deactivate the ART.
· SITSD Managers will poll appropriate staff members for pertinent information and observations, forwarding this information via the Incident Report to their respective Bureau Chiefs and the ISSO.
· The ISSO will establish a meeting, no later than 3 business days after the incident, to review the Incident Reports, observations and lessons learned.  
· The ISSO will contact any external reporting entities such as MS-ISAC, if necessary.
· The ISSO will complete a final report that includes cause, lessons learned, and cost that will be distributed to SITSD management.
Systems Status Survey

Power, HVAC:

NTSB:

ETSB:

ATSB:

DMSB:

Data Center:

Security:
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Disaster Declaration Procedures
When the State of Montana has an incident that meets the criteria to have a disaster declared, there are certain processes that must be followed.  This document describes the processes to declare a disaster as described in Title 10, Chapter 3 of the Montana Code Annotated.

When a disaster needs to be declared, the ISIRT must notify the Department of Military Affairs, Disaster and Emergency Services Office immediately.  This is accomplished by calling the Duty Officer for DES at:

xxx-xxxx
This phone number is available 24 hours per day, 365 days per year.

Once this immediate verbal notification has taken place, an Executive Order needs to be created and signed by the Governor.  The contact at DES will work with the Governor to get the Executive Order signed.  

The ISIRT will then track and report all expenditures related to an incident according to Management Memo Number 2-04-5 of the Montana Operations Manual.

State of Montana

Office of the Governor

Executive Order XX-XX

EXECUTIVE ORDER PROCLAIMING AN EMERGENCY TO EXIST 

IN THE STATE OF MONTANA

WHEREAS, a computer virus incident occurred on the State of Montana computing network creating a threat to critical information technology infrastructure; and

WHEREAS, the immediate need to update and clean devices was essential in providing critical information technology systems to ensure the health, safety, and welfare of the citizens of the State of Montana; and

WHEREAS, these conditions authorize the Governor to mobilize state resources to protect life, health and property and;

WHERAS, an emergency proclamation authorizes the Governor under section 10-3-311 and 10-3-312, MCA, to expend funds from the general fund to meet contingencies and needs arising from the emergency; and

NOW, THEREFORE, I, {Current Governor}, Governor of the State of Montana, pursuant to the authority vested in me as Governor under the Constitution of the State of Montana, Title 10, Chapter 3, MCA, and under other applicable statutes, do hereby declare that a state of emergency exists in the State of Montana as defined in Sections 10-3-103 and 10-3-302.

This order is effective (DATE).

Given under my hand and the GREAT SEAL of the State of Montana, this _____ day of (month) (year).

[image: image1.png]{Current Governor}, Governor

Attest:

{SOS},  Secretary of State.

SITSD Incident Report

	Customer Organization:
	

	Security Contact:
	

	Incident Reported By:
	


	Incident Title:
	

	Incident Number:
	

	Report Date:
	

	Date & Time of Incident:
	

	Date & Time Notified:
	

	Date & Time Resolved:
	


	Statement of Incident: 



	Impact of the Incident/Systems Affected: 


	Technical Details: 


	Immediate Actions: 



	Steps Taken to Prevent Recurrence: 




	Description of Attachments:
	


	Incident Commander Approval
	ISSO Approval

	Name:   
	Name:  

	Signature: 
	Signature:

	Date Signed:  
	Date Signed: 
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